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USE CASE OF DEEP CONVOLUTIONAL NEURAL NETWORK

APPROXIMATE COMPUTING FOR EMBEDDED MACHINE LEARNING

4

Classification:

Traffic lights is red !

Object detection:

The car is here !

Object tracking:

It has to pay a fine !
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TINY-YOLO [REDMON ET AL.’2016] FOR OBJECT DETECTION
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TINY-YOLO [REDMON ET AL.’2016] FOR OBJECT DETECTION
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 Challenges for embedded systems

 Capacity of computing (multiplicator etc.),

 Memory or bandwidth for loading the data.
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 How to reduce the computing resources required for convolution which

includes a large volume of multiplications?

8
MOTIVATION
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RELATED WORKS TO REDUCE THE COMPUTING RESOURCES
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32 bits floating point 8 bits integer

Original Network Pruning Network Quantization Network
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2. Approximate Operation to multiplication



USING APPROXIMATE OPERATION INSTEAD OF MULTIPLICATION?
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Next

Layer

Previou
s Layer
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Pearson product-moment correlation coefficient (PPMCC)
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17
Pearson product-moment correlation coefficient (PPMCC)
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18
correlation coefficient with multiplication

Next

Layer

Previou
s Layer
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19
correlation coefficient with multiplication

0.908 0.882 0.673

0.692 0.683 0.624

0.962 0.926 0.641

0.716 0.717 0.655
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3. Building MinConvNets with approximate operation



31BUILD THE APPROXIMATE CONVOLUTION
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32BUILD THE APPROXIMATE CONVOLUTION

with C2: small variance by clip function


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33BUILD THE APPROXIMATE CONVOLUTION

with approximate multiplication composed by min-selector

Next

Layer

Previou
s Layer
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34VALIDATION OF MINCONVNET

Top-1 accuracy of LeNet applied to Cifar10
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35VALIDATION OF MINCONVNET

Top-1 accuracy of mini-Cifar applied to Cifar10
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•4.Conclusion



37CONCLUSION

MinConvNets: A new class of multiplication-less Neural Networks

 Approximate Multiplication is proposed.

 MinConvNets are built by using Approximate Multiplication.

 Transfer Learning is used to optimize the training.

Architecture LeNet-MNIST LeNet-Cifar10 Mini_cifar-Cifar10

Standard Network 99.06% 75.26% 77.30%

Approximate

170 epoch 98.42%

512 epoch 64.18% 71.46%

2048 epoch 65.54% 72.89%

Transfer Learning
512 epoch 74.92% 77.01%

1024 epoch 75.10% 77.26%
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